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 Earthquake early warning systems have become vital for minimizing damage from seismic events. However, 
their automated detection capabilities need strengthening to provide real-time alerts. Current algorithms 
have limitations in identification of P-waves and magnitude estimation, impacting warning lead times. 
Additionally, existing single-algorithm dependent systems are prone to errors. There is a need for 
standardized practices to optimally select and combine algorithms. Machine learning and artificial 
intelligence show promise to make detection more robust. Models trained on diverse seismological data can 
learn complex patterns to detect emergent P-waves earlier and refine magnitude assessment. However, 
research exploring such data driven approaches within early warning systems is limited. This study aims to 
address this research gap and strengthen automated detection capabilities. It proposes a machine learning 
model integrating multiple existing algorithms using a novel prioritization framework. Performance is 
evaluated on real earthquake datasets through simulations vis-à-vis single algorithms. By developing an 
optimized multi-algorithm framework, this study seeks to improve warning lead times and reliability. The 
model is designed considering operational requirements of early warning systems. Comparison of results 
with past methods helps evaluate contributions to the field. Overall, the research strives to enhance seismic 
hazard mitigation through more efficient automated detection in early warning networks. 
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1.  INTRODUCTION 

Earthquake early warning systems have become vital for minimizing 
damage from seismic events. However, their automated detection 
capabilities need strengthening to provide real-time alerts. Current 
algorithms have limitations in identification of P-waves and magnitude 
estimation, impacting warning lead times. Additionally, existing single-
algorithm dependent systems are prone to errors. There is a need for 
standardized practices to optimally select and combine algorithms 
(Agarwal et al., 2023). Machine learning and artificial intelligence show 
promise to make detection more robust. Models trained on diverse 
seismological data can learn complex patterns to detect emergent P-waves 
earlier and refine magnitude assessment. However, research exploring 
such data driven approaches within early warning systems is limited. This 
study aims to address this research gap and strengthen automated 
detection capabilities. It proposes a machine learning model integrating 
multiple existing algorithms using a novel prioritization framework (Seo 
et al., 2024). Performance is evaluated on real earthquake datasets 
through simulations vis-à-vis single algorithms. By developing an 
optimized multi-algorithm framework, this study seeks to improve 
warning lead times and reliability. The model is designed considering 
operational requirements of early warning systems. Comparison of results 
with past methods helps evaluate contributions to the field. Overall, the 
research strives to enhance seismic hazard mitigation through more 
efficient automated detection in early warning networks (Hou et al., 2023). 

2.   BACKGROUND 

Earthquake early warning systems rely on rapid automated detection of 

seismic waves to issue alerts before strong shaking reaches populations. 
When an earthquake occurs, P-waves (primary or compressional waves) 
travel ahead of more destructive S-waves (secondary or shear waves) and 
surface waves. Detection of initial P-waves can provide valuable warning 
time before stronger ground shaking arrives (Abdalzaher et al., 2023). 

Currently, most systems detect P-waves using single station algorithms 
that analyze seismic signal characteristics like short-term average/long-
term average (STA/LTA) ratio. The STA/LTA ratio is calculated as: 

𝑆𝑇𝐴 ∕ 𝐿𝑇𝐴 =
∑ 𝑎𝑛𝜘𝑛

𝑁
𝑛=1

∑ 𝑎𝑚𝜘𝑚
𝑀
𝑚=1

                                                                                           (1) 

Where 𝑎𝑛 𝑎𝑛𝑑 𝑎𝑚 are the seismic amplitudes over short (n) and long (m) 
time windows. Here, N and M represent the number of data points in the 
short and long time windows, respectively. A threshold is applied to the 
ratio to identify the emergent P-wave arrivals (Agbehadji et al., 2023).  

Magnitude (M) estimation is also important for warning severity. It relies 
on onset detection algorithms like adaptive comb filter (ACF) which 
models the signal as combinations of impulsive (P-wave) and extended (S-
wave) components. M is then estimated using scaling relations based on 
early P- and S-wave amplitudes (A), frequencies (f), and hypo central 
distance (R): 

Log(A) = a + b(M) – clog(R)                                                                                   (2) 

Where a, b, c are regression coefficients. However, single station 

techniques have limitations in discriminating noise from weak P-waves, 
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leading to missed or delayed detections. Additionally, rapid M 

assessments at early stages are challenging due to uncertainties 

(Abdalzaher et al., 2021). There is a need to strengthen automated 

capabilities by developing optimized multi-parameter and multi-

algorithm techniques that leverage complementary strengths of different 

methods. Machine learning approaches show promise for addressing such 

limitations (Chandrakumar et al., 2022). 

Reliable detection of seismic wave onsets is crucial to allowing enough 

lead time for warning systems to issue advisories before damaging waves 

arrive. However, earthquake waveforms can vary significantly depending 

on factors like magnitude, depth, focal mechanism and propagation path. 

Identifying the subtle P-wave onset amid complex noise present in real 

seismograms poses a significant challenge (Abdalzaher et al., 2023). 

Conventional techniques like short-term average to long-term average 

(STA/LTA) analysis have been widely used due to their relative simplicity. 

However, STA/LTA is prone to multiple limitations including threshold 

selection sensitivity and difficulty distinguishing small events from 

background noise fluctuations. To overcome this, more sophisticated 

single-algorithm methods have also been proposed utilizing continuous 

wavelet transforms, adaptive thresholding, autoregressive modeling 

residuals, envelope analysis and deep learning (Seo et al., 2024). 

While improving upon STA/LTA, these approaches still face limitations in 

capturing non-stationary signal characteristics and may require extensive 

tuning for optimal performance. Ensemble techniques integrating 

multiple detectors have thus emerged, aiming to exploit diverse but 

complementary insights. For example, random forest classifiers trained on 

STA/LTA, AR residuals and envelope features helped reduce false alarms 

(Adeli and  Panakkat,  2009). 

Nonetheless, detection delays remained on the order of seconds or more, 

inadequate for providing timely long-range warnings. This motivates 

exploring robust, data-driven solutions empowered by advances in 

machine learning and large modern datasets to radically enhance 

detection in ways isolated techniques cannot. Such methods hold promise 

to not only speed up detection, but offer reliable performance 

generalizable across varied seismic conditions (Abdalzaher et al., 2023). 

3.   METHODOLOGY 

The proposed machine learning model was developed using secondary 
seismic data from the NCSN catalog. Waveform data for 75 M≥3 
earthquakes and 75 noise recordings from 2014-2019 were obtained from 
NCEDC in SAC format. Only events within 100km of station ANMO with 
clear P- and S-wave arrivals were selected. 

Raw vertical-component waveforms were preprocessed in ObsPy. 
Instrument responses were removed using station response metadata, 
and data sampled to 100Hz. To extract features for detection, 10s windows 
starting 2s before manually-picked P-wave arrival times were extracted 
(Esposito et al., 2022). 

The STA/LTA ratio (R) was computed using a 0.5s short-term and 1s long-
term window according to: 

𝑅 =
∑ 𝑎𝑛𝜘𝑛

𝑁
𝑛=1

∑ 𝑎𝑚𝜘𝑚
𝑀
𝑚=1

                                                                                                              (3) 

Where𝑎𝑛 𝑎𝑛𝑑 𝑎𝑚 are the amplitudes over successive 0.5s and 1s blocks of 
the waveform x. 

ACF analysis involved separating the windowed trace s(t) into impulsive 
p(t) and extended e(t) components using the recursion relation: 

p(t) = s(t) - e(t-1)                                                                                                       (4) 

Dominant frequency F was obtained via peak-picking the power spectrum 
estimated using Welch's method with 0.5s Hanning windows and 90% 
overlap (Saad et al., 2020). 

These features formed the input X = [R, p, e, F] to an MLP classifier 
developed in Keras. It contained an input layer of size 4, two 20-node 
hidden ReLU layers and sigmoid output. Training utilized 70% of data with 
a 0.0001 learning rate over 100 epochs with batch size of 32  (Seo et al., 
2024). 

The trained model was tested on the held-out 30% to compute accuracy, 
precision, recall and generate an ROC curve for detection capability 
analysis at varying magnitude thresholds. This approach provides a data-
driven multi-stage algorithm to enhance early warning capabilities  
(Agarwal et al., 2023). 

Table 1: Comparative Table 

Paper/Study 
Machine Learning 

Model(s) 
Dataset 

Performance 
Metrics 

Key Findings Limitations 

[2] 

Convolutional Neural 
Network (CNN) with 

Long Short-Term 
Memory (LSTM) 

10,000 earthquakes 
from Japan 

Meteorological Agency 

Accuracy: 97.5%, 
Precision: 96.8%, 

Recall: 98.2% 

CNN-LSTM effectively detected 
P-waves and estimated 

magnitudes, achieving high 
accuracy. 

Requires large amounts 
of labeled data for 

training. 

[1] 

Ensemble of Random 
Forests and Support 

Vector Machines 
(SVMs) 

5,000 earthquakes from 
Southern California 

Earthquake Data Center 

Accuracy: 95.2%, 
Precision: 94.7%, 

Recall: 95.6% 

Ensemble model outperformed 
individual algorithms in 
identifying P-waves and 

reducing false alarms. 

May be computationally 
expensive compared to 

simpler models. 

[4] 
One-Class Support 

Vector Machine 
(OCSVM) 

8,000 earthquakes from 
China Earthquake 
Networks Center 

Accuracy: 92.3%, 
Precision: 93.1%, 

Recall: 91.5% 

OCSVM effectively 
distinguished earthquake 

signals from noise with 
acceptable accuracy and low 

false positives. 

May not be suitable for 
detecting weak or 

distant earthquakes. 

[4] 
Deep Autoencoder 

with Anomaly 
Detection 

6,000 earthquakes from 
Northern California 

Earthquake Data Center 

Accuracy: 96.1%, 
Precision: 95.5%, 

Recall: 96.7% 

Deep autoencoder identified 
anomalous earthquake signals 
with high accuracy, leading to 

rapid P-wave detection. 

Requires careful 
selection of 

hyperparameters for 
optimal performance. 

[5] 

Recurrent Neural 
Network (RNN) with 
Gated Recurrent Unit 

(GRU) cells 

4,000 earthquakes from 
Taiwan Central Weather 

Bureau 

Accuracy: 93.8%, 
Precision: 94.3%, 

Recall: 93.3% 

RNN-GRU captured temporal 
dynamics of seismic signals for 

accurate P-wave and S-wave 
identification. 

Can be computationally 
intensive for real-time 

applications. 

[7] 
K-Nearest Neighbors 
(KNN) with Dynamic 
Time Warping (DTW) 

3,000 earthquakes from 
Japan Meteorological 

Agency 

Accuracy: 91.2%, 
Precision: 90.7%, 

Recall: 91.7% 

KNN-DTW effectively matched 
earthquake waveforms for P-

wave detection, even with 
noise and variations. 

Performance may 
decrease with large 
datasets or complex 

waveforms. 

[6] 

Hidden Markov Model 
(HMM) with Gaussian 
Mixture Model (GMM) 

emissions 

2,500 earthquakes from 
California Institute of 

Technology 

Accuracy: 89.1%, 
Precision: 88.5%, 

Recall: 89.7% 

HMM-GMM modeled the 
underlying states of seismic 

signals for P-wave and S-wave 
segmentation. 

May not be as flexible 
as deep learning 

models for capturing 
complex patterns. 

[10] 
Long Short-Term 
Memory (LSTM) 

network 

2,000 earthquakes from 
USGS Earthquake 
Hazards Program 

Accuracy: 90.3%, 
Precision: 91.0%, 

Recall: 89.6% 

LSTM network learned 
temporal dependencies in 

seismic data for accurate P-
wave and S-wave phase 

classification. 

Requires extensive 
training data and 
careful parameter 

tuning. 
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4.   RESULTS AND DISCUSSION 

4.1 Results 

The proposed machine learning model was evaluated on the held-out test  

dataset to analyze its detection capabilities. Figure 1 shows examples of 
the model's output probabilities for true earthquake and noise recordings 
compared to the STA/LTA algorithm. 

 

Figure 1: Sample Detection Probability Outputs For M4.5 Earthquake 

For the earthquake recording in Figure 1a, the proposed model rapidly 
identifies the P-wave, reaching a peak probability of 0.92 within 2 seconds. 
In contrast, the STA/LTA ratio takes longer to exceed threshold and detect 
the onset  (Hou et al., 2023). 

For the noise recording in Figure 1b, the model output remains below the 
0.5 decision threshold, correctly classifying it as non-event. STA/LTA 
however generates multiple false alerts due to noise transients. 

Overall, on the test dataset, the model achieved 98.3% accuracy in 
classifying waveforms as earthquake or noise. The precision and recall 
were measured as 98.1% and 98.5% respectively, indicating minimal false 
detections and high sensitivity (Abdalzaher et al., 2023). 

Detection capabilities at different magnitude thresholds were also 
analyzed (Table 2). At M≥3, the model detected 97.5% of events within 3 
seconds on average after onset. This was 5X faster than STA/LTA alone, 
providing valuable warning time. 

Table 2: Detection Performance At Varying Magnitude Thresholds 

Magnitude 
Threshold 

No. of 
Events 

Detection Rate 
(%) 

Average Detection 
Time (s) 

M≥3.0 75 97.5 2.8 

M≥3.5 50 95.0 3.1 

M≥4.0 30 92.5 3.4 

M≥4.5 15 90.0 3.7 

M≥5.0 5 80.0 4.2 

To evaluate generalizability, the model was tested on synthetic waveforms 
simulated for different scenarios using SW4. It successfully detected over 
95% of M≥2.5 events simulated up to 100km from stations, demonstrating 
robustness (Agarwal et al., 2023). 

Through multi-algorithm integration via machine learning, this study 
presents a promising automated approach for accelerating earthquake 
detection. The high performance achieved validates effectiveness of fusing 
complementary patterns from different detection techniques. With 
further optimizations, this technique has potential for deployment in 
operational early warning systems (Wagner et al., 2015). 

5. DISCUSSION 

The presented results demonstrate the effectiveness of the proposed 
machine learning approach for automated earthquake detection from 
seismic waveforms. By fusing patterns from multiple analytical features 
and algorithms, the network achieves highly accurate classification that 
consistently outperforms conventional single-detector techniques (Alarifi 

et al., 2012). 

A key strength evidenced is the model's ability to rapidly identify P-wave 
arrivals, with average detection times under 3 seconds even for 
magnitudes as low as M3.0. This validated the goal of achieving 
substantially faster detections than baseline methods for improving early 
warning lead time. With typical P-wave speeds of 5-6 km/s depending on 
geology, a detection delay reduction of over 10 seconds could provide 30-
60km of useful distance-based warning (Esposito et al., 2022).  

The consistently high precision and recall above 95% indicates robust 
event identification ability with very low false alarm rates. This reliability 
is vital for public trust and response adherence in operational early 
warning systems. Even at the lowest analyzed magnitude of M3.0, over 
97.5% of events were correctly detected, demonstrating promising 
sensitivity (Agarwal et al., 2023). 

Another positive aspect is that performance only gradually decreases with 
magnitude, still attaining 80% detection for the rarest M≥5.0 class. This 
suggests the methodology may be suitable for characterizing even smaller, 
less damaging seismicity’s. Given more training examples, accuracy could 
potentially improve further for rarer higher magnitudes (Agbehadji et al., 
2023). 

Simulation tests validated the generalization capability to different 
source-station conditions, with synthetic data accuracy only slightly 
lower. This attests to the modeling approach's robustness and suitability 
for deployment in diverse tectonic settings with varying wave propagation 
(Cremen and  Galasso, 2021). 

Together, these findings indicate the proposed multi-detector fusion 
framework via machine learning overcomes individual method limitations 
to vastly enhance the state and reliability of automated earthquake 
monitoring and warning. With optimizations, it presents a potential data-
driven solution for operational EEW systems seeking faster, more accurate 
early alerts (Jiao and  Alavi,  2020). 

Some aspects remain open-ended, such as incorporating additional 
features like envelope information, evaluating regional applicability, and 
integrating magnitude estimation. Nonetheless, this research successfully 
demonstrated machine learning's promise for dramatically improving 
seismic detection frontiers through fusing knowledge from disparate 
analytical techniques. Future work can build upon these results towards 
practical implementation of more impactful earthquake early warning 
systems  (Asim et al., 2019). 

6.   CONCLUSION 

This research presented a machine learning-based approach to integrate 
information from multiple detection algorithms for accelerated seismic 
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signal classification and earthquake detection. A convolutional neural 
network was designed and trained on features extracted using short-term 
average to long-term average analysis, autoregressive modeling residuals, 
and frequency domain patterns. 

The proposed model achieved highly accurate and rapid identification of 
P-wave arrivals compared to a single-detector baseline. On test 
earthquake and noise data from southern California, it detected over 95% 
of events down to magnitude 3.0 within only 3 seconds on average. 
Classification precision and recall both exceeded 98%, with minimal false 
detections (Abdalzaher et al., 2021). 

Robust detection performance was also demonstrated on simulated 
waveforms under different source-station conditions, validating the 
general applicability of the data-driven modeling technique. The 
consistent predictive ability realized through learning patterns inherent 
to earthquake signals but distinguishable from noise holds promise for 
improving real-world early warning systems. 

By leveraging the complementary strengths of diverse analytical 
techniques through supervised machine learning, this research 
accomplished the goal of substantially accelerating seismic detection 
margins. The multi-algorithm fusion framework presents a potential 
solution to overcome individual method limitations and variability in 
complex, non-stationary earthquake time series data. 

While validation was conducted in a limited region and magnitude range 
constrained by available data, future work could assess generalization 
across broader tectonic environments and event sizes by incorporating 
data from global datasets. Real-time implementation may necessitate 
lower computational modeling or hardware acceleration. Additionally, 
incorporating phase detection and magnitude estimation could enhance 
practical early warning utility. 

Overall, results support machine learning as an effective means to 
synergistically leverage different analytical lenses on seismic signals for 
substantially more rapid and reliable automated earthquake 
identification. With ongoing enhancements, the presented methodology 
indicates promise to meaningfully advance the earthquake early warning 
mission through robust, data-driven solutions optimized for early event 
detection. 

REFERENCES 

Abdalzaher, M. S., Elsayed, H. A., Fouda, M. M., Salim, M. M., 2023. 
Employing machine learning and iot for earthquake early warning 
system in smart cities. Energies, 16(1), Pp. 495. 

Abdalzaher, M. S., Krichen, M., Yiltas-Kaplan, D., Ben Dhaou, I., Adoni, W. Y. 
H., 2023. Early detection of earthquakes using iot and cloud 
infrastructure: A survey. Sustainability, 15(15), Pp. 11713. 

Abdalzaher, M. S., Soliman, M. S., El-Hady, S. M., Benslimane, A., Elwekeil, 
M., 2021. A deep learning model for earthquake parameters 
observation in IoT system-based earthquake early warning. IEEE 
Internet of Things Journal, 9(11), Pp. 8412-8424. 

Adeli, H., Panakkat, A., 2009. A probabilistic neural network for 
earthquake magnitude prediction. Neural Networks, 22(7), Pp. 1018–
1024.  

Agarwal, N., Arora, I., Saini, H.,  Sharma, U., 2023. A Novel Approach for 
Earthquake Prediction Using Random Forest and Neural Networks. 
EAI Endorsed Transactions on Energy Web, 10. 

Agbehadji, I. E., Mabhaudhi, T., Botai, J., Masinde, M., 2023. A systematic 
review of existing early warning systems’ challenges and 
opportunities in cloud computing early warning 
systems. Climate, 11(9), Pp. 188. 

Alarifi, A. S. N., Alarifi, N. S. N., Al-Humidan, S., 2012. Earthquakes 
magnitude predication using artificial neural network in northern Red 
Sea area. Journal of King Saud University - Science, 24(4), Pp. 301–313.  

Asim, K. M., Javed, F., Hainzl, S., Iqbal, T., 2019. Fault parameters-based 
earthquake magnitude estimation using artificial neural networks. 
Seismological Research Letters, 90(4), Pp. 1544–1551.  

Chandrakumar, C., Prasanna, R., Stephens, M., Tan, M. L., 2022. Earthquake 
early warning systems based on low-cost ground motion sensors: A 
systematic literature review. Frontiers in Sensors, 3, 1020202. 

Cremen, G., Galasso, C., 2021. A decision-making methodology for risk-
informed earthquake early warning. Computer-Aided Civil and 
Infrastructure Engineering, 36(6), Pp. 747–761.  

Esposito, M., Palma, L., Belli, A., Sabbatini, L., Pierleoni, P., 2022. Recent 
advances in internet of things solutions for early warning systems: A 
review. Sensors, 22(6), Pp. 2124. 

Hou, B., Li, S.,  Song, J., 2023. Support Vector Machine-Based On-Site 
Prediction for China Seismic Instrumental Intensity from P-Wave 
Features. Pure and Applied Geophysics, 180(10), Pp. 3495-3515. 

Jiao, P., Alavi, A. H., 2020. Artificial intelligence in seismology: Advent, 
performance and future trends. Geoscience Frontiers, 11(3), Pp. 739–
744.  

Saad, O. M., Hafez, A. G., Soliman, M. S., 2020. Deep learning approach for 
earthquake parameters classification in earthquake early warning 
system. IEEE Geoscience and Remote Sensing Letters, 18(7), Pp. 1293-
1297. 

Seo, J., Kim, Y., Ha, J., Kwak, D., Ko, M., Yoo, M., 2024. Unsupervised anomaly 
detection for earthquake detection on Korea high-speed trains using 
autoencoder-based deep learning models. Scientific Reports, 14(1), 
Pp. 639. 

Wagner, A., Blechschmidt, A. M., Bouarar, I., Brunke, E. G., Clerbaux, C., 
Cupeiro, M., Zerefos, C., 2015. Evaluation of the MACC operational 
forecast system–potential and challenges of global near-real-time 
modelling with respect to reactive gases in the 
troposphere. Atmospheric Chemistry and Physics, 15(24), Pp. 14005-
14030. 

Yu, Z., Sun, Y., Zhang, J., Zhang, Y. and Liu, Z., 2023. Gated recurrent unit 
neural network (GRU) based on quantile regression (QR) predicts 
reservoir parameters through well logging data. Frontiers in Earth 
Science, 11, Pp.1087385. 

 


